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1st vs 2nd Generation Technique
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exploratory
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1st
Generation
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exploratory
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e correspondence
analysis

2nd
Generation
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including
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Structural Equation Modeling

Structural Equation Modeling . . . is a family of
statistical models that seek to explain the relationships
among multiple variables.

It examines the “structure” of interrelationships
expressed in a series of equations, similar to a series
of multiple regression equations.

These equations depict all of the relationships among
constructs (the dependent and independent variables)
Involved in the analysis.

Constructs are unobservable or latent factors that are
represented by multiple variables.

Called 2nd Generation Technigues




Structural Equation Modeling
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Distinguishing Features of SEM

e Compared to 15t Generation Techniques

e |t takes a confirmatory rather than
exploratory

e Traditional methods incapable of either
assessing or correcting for measurement
errors

e Traditional methods use observed
variables, SEM can use both unobserved
(latent) and observed variables

e Testing in one complete model




Components of Error

e Observed score comprises of 3
components (Churchill, 1979)

True score

Random error (ex; caused by the order of
items Iin the questionnaire or respondent
fatigue) (Heeler & Ray, 1972)

Systematic error such as method variance (ex;
variance attributable to the measurement
method rather than the construct of interest)
(Bagozzi et al., 1991)




Structural Equation Modeling Defined

O Exogenous constructs are the latent, multi-item
equivalent of independent variables. They use a
variate (linear combination) of measures to represent
the construct, which acts as an independent variable in
the model.

O Multiple measured variables (x) represent the exogenous
constructs.

O Endogenous constructs are the latent, multi-item
equivalent to dependent variables. These constructs
are theoretically determined by factors within the model.

O Multiple measured variables (y) represent the endogenous
constructs.




SEM - Variations

e CB-SEM (Covariance-based SEM) -

objective is to reproduce the theoretical
covariance matrix, without focusing on
explained variance.

¢ PLS-SEM (Partial Least Squares

SEM) - objective is to maximize the
explained variance of the endogenous
latent constructs (dependent variables).



Selection

e The decision between these approaches is
whether to use SEM for theory testing and
development or for predictive applications
(Anderson & Gerbing, 1988)

e In situations where prior theory is strong and
further testing and development are the goal,
covariance-based full-information estimation
methods are more appropriate.




Two approaches to SEM

e Covariance based

EQS, http://www.mvsoft.com/

AMQOS, http://www-01.ibm.com/
SEPATH, http://www.statsoft.com/

LISREL, http://www.ssicentral.com/

MPLUS, http://www.statmodel.com/
lavaan, http://lavaan.ugent.be/
QnyX, http://onyx.brandmaier.de/
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Two Latent Constructs and the
Measured Variables

\
® Loadings represent the relationships from constructs to
variables as in factor analysis.
" Path estimates represent the relationships between
constructs as does B in regression analysis.




Establishing Causation — “Causal
Modelino

* Causal Inference - UTynesofidence
Hypothesizes a “cause-and-
effect” relationship.

. Covariation

. Sequence

. Nonspurious Covariance
. Theoretical Support




Basics of SEM Estimation

® sem explains the observed covariance among a set
of measured variables:

“ It does so by estimating the observed covariance matrix with
an estimated covariance matrix constructed based on the
estimated relationships among variables.

Observed
Covariance
Matrix

Estimated
Covariance
Matrix

® The closer these are, the
better the fit. When they
are equal, the fit is
perfect.




AMQOS Data Input = observed sample covariances
for HBAT 3-Construct model

Sample Covariances (Group number 1)

AClT  AC2 AC3 AC4 0OC4 OC3 0OC2 0OCl EP4 EP3 EP2 EPI

1.937
1615 2972 Covariances calculated for the

1364 1.687 sample — request Sample
1501 1860 moments and look in Qutput

430 601 | 4906 under that subheading.

321 : 2035 3071 _ Yariances are on the

203 794 | 3306 | 2137 | 4768 diagonal and covariances
are off the diagonal.

198 452 . 2506 1961 2834

204 319 . 836 901 1.008 . 1.936

345 500 . 792 135 1013 1235 177

391 492 . 1.25% 1055 1326 . 1469 1331 2644

357 501 . 1046 757 1005 1442 1228 17713 3344




Implied Covariances (Group number 1 - Default model)

ACI

1937
1619
1.357
1.502
599
A07
660
518
333
299
383
kLY

AC2 AC3 AC4 0OC4 OC3 0OC2 OCl1 EP4 EP3 EP2 EPI

2972
L1671
1.857
741
303
316
641
412
310
473
434

4206
2.023
3.283
23718

990

889
1.138
1.031

Covariances estimated by AMOS
software — request Implied moments
and look in Qutput under Estimates.

3.071

2.229

1751

672 1 .

o4 . 1777

a5 . 1358 2.644

741 1 . 1301 166 3344




Residual Covariances (Group number 1 - Default model)

AClT  ACz2 ACS AC4 OC4 O0C3 OCZ2 OCl kb4 EPS EPZ  EPI
000

002 000 Residuals = difference between observed
i ' and estimated covariances — request

007 010 Residual moments.

-001 003 - .
167 - 140 - , | __ Anegalive sign indicates the

meaﬁm{?_ﬁ?]
080 -233 -119 -014 010 coveriance (2.229) by ~009.
143 -022

-320 -18% - - - . , .

-06% -033 - . - . - - 000

046 -070 - . - . , - 034 000

008 019 - . . . , - -043 026 000
010 048 . - . - - 007 -073 107




Standardized Residual Covariances (Group number 1 - Default model)

ACI ACI AC: AC4 OC4 OC3 OCZ2 OCl EP4 EP; EPI EPI

ACI 000

ACY  -0M 000 Standardized Residuals — you look for
T - ' patterns of larger residuals, generally => 4.0
AC 087

ACH -007 - _
oc4 -1W5 -773 -1 000

0C3 -645 -1517 -947 -095 048

oc2 97 - 082

OCl -1803 -85 - =250

EP4 -699 - -980 609 -3 |

Epy 480 -397 - 03 -67 1l - . 000

EP2 071 150 -1¥ 087 , -316-.206 000

EP1  -079 . . 199 - 099 940 - -047 -308 626 000




Structural Equation Modeling

® No model should be developed for use
with SEM without some underlying theory.
Theory Is needed to develop both the . ..

0 Measurement model specification.
o Structural model specification.
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FIGURE 129 A Path Diagram Showing Hypothesized Measurement Mode| Specification (CFA Model)







Missing Value Imputation

e Traditional
No replacement
Mid point of the scale
Random number
Mean value of the other respondents
Mean value of the other responses

e Current
FIML
EM
Ml




Missing Value Imputation

\f, Missing Data Imputation.sav [DataSet1] - IBM SPSS Statistics Data Editor

Fil= Edit Wi Data Tran=sform Analyze Graphz Ltilitie=s Add-ons Wncosny Help

% - P i ¥ Reports » - T == e = | Al Pl e
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Under-identified Model — 2 items

Bits of Information = %2 [p(p + 1)]

Where p = number of measured items

S X1 X2

X1 var(l) cov(2,1)

cov(l,2) var(2)




Just-identifled Model — 3 items

X1 X2 X3

var(l) cov(1,2) cov(1,3)

cov(1,2) var(2) cov(2,3)

cov(1,3) cov(2,3) var(3)




Over-identified Model — 4 items

X1 X2 X3 X4
var(1l) cov(1,2) cov(1,3) cov(1,4)

cov(1,2) var(2) cov(2,3) cov(2,4)

cov(1,3) cov(2,3) var(3) cov(3,4)

cov(1,4) cov(2,4) cov(3,4) var(4)

X1 X2 X3 X4



Indicators

e Reflective e Formative

@ LIFE STRESS

X1 = Accommodate last minute request X1 =Job loss
X2 = Punctuality in meeting deadlines X2 = Divorce
X3 = Speed of returning phone calls X3 = Recent accident

e Indicators must be highly e Indicators can have +, - or
correlated (Hulland, O correlation (Hulland,
1999) 1999)




Example — Measuring SES

Inflation

ke Cost of Living




Problems in Specification

Reflective measurement is most commonly used but in
many cases a formative measurement would be appropriate

947

{85%3) iﬁ"ﬁfﬂ)

i e : : ' 32% of constructs have

been measured incorrectily
i 41

() (3%)

{Type 1 error)

Data bases are the Top 3 German- and Top 4 English-language journals:

* JARVIS/BURKE/PODSAKOFF (2003): Journal of Consumer Research, Journal of Marketing, Journal of Marketing Research,
Marketing Science (1977 — 2000): N = 1,192

» FASSOTT (2006): Zeitschrift fiir betriebswirtschaftliche Forschung, Zeitschrift fir Betriebswirtschaft, Die Betriebswirtschaft
(X - 2003): N = 260



Goodness-of-Fit Index =0.90 Chau & Hu (2001)
(GFI)

Root Mean Square Error | <0.08 Brown and Cudeck
Approximation (RMSEA) (1993)

Root Mean Square <0.08 Brown and Cudeck
Residual (RMR) (1993)

Standardized Root Mean |<0.08 Hu and Bentler (1999)
Residual (SRMR)

v2/df <3.0 Bagozzi & Yi (1988)




Incremental Fit Indices

Normed Fit Index (NFI)

Bentler and Bonnet
(1980)

Non-normed Fit Index
(NNFI) (TLI)

Bentler and Bonnet
(1980)

Comparative Fit Index
(CFD)

Bagozzi & Yi (1988)

Relative Fit Index (RFI)

Anderson and Gerbing
(1988)




Parsimony Fit Indices

Adjusted Goodnes-of- Chau & Hu (2001)
Fit Index (AGFI)

Parsimony Normed fit
Index (PNFI)




Measurement Model and Construct Validity

e One of the biggest advantages of CFA/SEM is its ability to
assess the construct validity of a proposed measurement
theory. Construct validity ... is the extent to which a set
of measured items actually reflect the theoretical latent
construct they are designed to measure.

e Construct validity is made up of two important components:

1. Convergent validity — three approaches:
= Factor loadings.
= Variance extracted.
= Reliability.

2. Discriminant validity




Internal Consistency (Cronbach a)

N
Cronbach’salpha ;¢ = | ——— | *
P (N - 1)

N = number of indicators assigned to the factor

o?; = variance of indicator i
o2, = variance of the sum of all assigned indicators’ scores

j =flow index across all reflective measurement model
¢ Measures the reliability of indicators

® The value is between 0 and 1

® In early phase 0.7 acceptable, but in later phases
values of 0.8 or 0.9 is more desirable (Nunnally, 1978)




Internal Consistency (Dhillon-Goldstein
Rho)

(3 Aij)?
{Z }LU)E + Z var(sf_,-)

Composite reliability(p) =

A; = loadings of indicator i of a latent variable
g = measurement error of indicator i
j =flow index across all reflective measurement model

¢ Measures the reliability of indicators

® The value is between O and 1

¢ Composite reliability should be 0.7 or higher to indicate
adequate convergence or internal consistency (Gefen
et al., 2000).




Average Variance Extracted (AVE)

A7

i
Yo A7+ 3 var(ei)
i i

AVE =

A% = squared loadings of indicator i of a latent variable
var(e;) = squared measurement error of indicator |

¢ Comparable to the proportion of variance explained
In factor analysis

¢ Value ranges from 0 and 1.

® AVE should exceed 0.5 to suggest adequate

convergent validity (Bagozzi & Yi, 1988; Fornell &
Larcker, 1981).




Discriminant Validity

e Fornell & Larcker (1981) criterion

A latent variable should explain better the variance
of its own Indicators than the variance of other latent
variables

The AVE of a latent variable should be higher than
the squared correlations between the latent variable
and all other variables. (Chin, 2010; Chin 1998Db;
Fornell & Larcker, 1981).

e Cross loadings

The loadings of an indicator on its assigned latent
variable should be higher than its loadings on all
other latent variables.




Discriminant Validity

® The square root of the Average Variance Extracted
(AVE) that exceeds the intercorrelations of the construct
with the other constructs in the model to ensure
discriminant validity (Chin, 2010; Chin 1998b; Fornell &
Larcker, 1981).

¢ Example:
TABLE®. Mean, standard deviation, intercorrelations of the latent variables for the first-order constructs.
Construct Mean SD Ability Benevolence Integrity Predictability Trust Continuance
Ability 5483 1.186 0.925*
Benevolence 5745 1.044 0713 (L850
Integrity 5.080 1.319 0.693 (.684 0.915*
Predictability 5.505 |.187 0681 (612 {1665 (.95
Trust 5378 1.242 0.799 (.798 {698 (.60 0.912*
Continuance 5.184 |.605 0.756 (.684 0683 0.626 0762 0.949*

*Square root of the AVE on the diagonal,



Reporting Measurement Model

Model Construct Measurement Loading CRa AVEP
ltem

Commitment COMMIT1 0.686 0.856 0.601
COMMIT?2 0.767
COMMIT3 0.885
COMMIT4 0.751

Communication COMMUN1 0.842 0.873 0.696
COMMUN2 0.831
COMMUN3 0.829

Trust TRUST1 0.580 0.759 0.527
TRUST?2 0.587
TRUSTS3 0.948

Performance PERFORM1 0.837 0.898 0.747

PERFORM?2 0.900
PERFORM2 0.853




Specifying the Structural Model

Work
Environment

XQ Xlﬂ Xll Xlz

Exg €x10 €x11 €x12

FIGURE 12-10 A Path Diagram Showing Specified Hypothesized Structural Relationships and
Measurement Specification



Presenting Results

Table 4: Hypotheses testing

Hypothesis Critical ratios (CR) p-value Decision

H1: System quality has a positive
relationship with user satisfaction. 3.256 0.001 Supported

H2: Information quality has a positive
relationship with user satisfaction. 5.399 0.000 Supported

H3: Service quality has a positive
relationship with user satisfaction. 2.948 0.003 Supported

H4: User satisfaction 1s positively
related to usage continuance. 5.069 0.000 Supported

HS: System quality 1s positively related
to Intention fo use. 2.837 0.005 Supported

He6: Service quality is positively related
to infention to use. 4.697 0.000 Supported




Modeling Strategy

¢ Confirmatory Modeling Strategy
® Focus Is on assessing the fit

¢ Competing Models Strategy

® Focus on comparing the estimated model with other
alternatives

¢ Model Development Strategy
¢ Basic framework is provided
¢ Improve the framework through modifications
¢ Re-specification




Poor Practices

Pursuit of fit

Reducing number of items per construct
Parceling of items

Separate analysis for each construct

Sample size
¢ Representativeness
¢ Generalizability




Two approaches to SEM

eVariance Based SEM

Smart PLS, http://www.smaripls.de/forum/

PLS Graph, http://www.plsgraph.com/

WarpPLS, http://www.scriptwarp.com/warppls/

Visual PLS, http://fs.mis.kuas.edu.tw/~fred/vpls/start.ht

PLS-GUI, http://lwww.rotman-
baycrest.on.ca/index.php?section=84

SPAD-PLS,
http://spadsoft.com/content/blogcateqory/15/34/

GeSCA, http://www.sem-gesca.orq/
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Figure 4: CESEM vs. PLS (according to Henseler et al. 2009).




e Like covariance based structural equation modeling
(CBSEM), PLS is a latent variable modeling technigue
that incorporates multiple dependent constructs and
explicitly recognizes measurement error (Karim, 2009)

In general, two applications of PLS are possible (Chin,
1998a): It can either be used for theory confirmation or
theory development. In the latter case, PLS is used to
develop propositions by exploring the relationships
between variables.




Reasons for using PLS

e Researchers’ arguments for choosing PLS as the
statistical means for testing structural equation
models (Urbach & Ahleman, 2010) are as follows:

PLS makes fewer demands regarding sample size than other
methods.

PLS does not require normal-distributed input data.

PLS can be applied to complex structural equation models
with a large number of constructs.

PLS is able to handle both reflective and formative
constructs.

PLS is better suited for theory development than for theory
testing.
PLS is especially useful for prediction




Hair et al. (2013)

e PLS-SEM is advantageous when used with small
sample sizes (e.g., in terms of the robustness of
estimations and statistical power; Reinartz et
al., 2009).

e However, some researchers abuse this advantage
by relying on extremely small samples relative to
the underlying population.

e All else being equal, the more heterogeneous the
population in a structure is the more observations
are needed to reach an acceptable sampling error
level.




Choice

e Overall, PLS can be an adequate alternative to CBSEM if the
problem has the following characteristics (Chin 1998b; Chin &
Newsted 1999):

The phenomenon to be investigated is relatively new and
measurement models need to be newly developed,

The structural equation model is complex with a large number of
LVs and indicator variables,

Relationships between the indicators and LVs have to be
modeled in different modes (i.e., formative and reflective
measurement models),3

The conditions relating to sample size, independence, or normal
distribution are not met, and/or

Prediction is more important than parameter estimation.




Incremental Study

e For example, when the research has an interactive
character. This is the case of an incremental study,
which is initially based on a prior model but new
measures and structural paths are then introduced
Into It.

In this respect these statements are confirmed by the
study of Reinartz et al. (2009): "PLS is the preferable
approach when researchers focus on prediction
and theory development, our simulations show that
PLS requires only about half as many observations
to reach a given level of statistical power as does
ML-based CBSEM" (p. 334).




The 2 Step Approach

e A structural equation modeling process
requires two steps:

1. building and testing a measurement
model, and

2. building and testing a structural model.

e The measurement model serves to create a
structural model including paths representing
the hypothesized associations among the
research constructs.




Modeling in PLS

Inner Model

Oute Model Outer Model
Exogenous Endogenous
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Bootstrapping




Example: Bootstrapping

e Is there a correlation between 1Q and a
methodology re-examination result?

ID 1Q MR

1 105 5.6
106 5
114 7.1
123 7.4
134 6.1
141 8.6

e Corr (IQ,MR) =0.733 |s this significant?




Building the Bootstrap Samples

Sample 1 Sample 2 Sample 3 Sample 500

ID 1Q MR ID 1Q
6 141 8.6 114 7. 106 5. 141
4 123 7.4 114 7. 106 5. 123
3 114 7.1 105 5. 106 5. 114
5
2

134 6.1 114 : 106 : 134
106 5.0 114 . 123 . 106
5 134 6.1 5 134 . 4 123 . S5 134

corr =0.546 corr =-0.060 corr = 1.000 corr =0.546

e Standard deviation of corr = 0.277 e Comparison
t = 0.733 = 2.646 ® )05 499 = 1.965
0.277 ® )01 400 = 2.586
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Multiple Mediation
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MEDIATE
MEDIATE for SPSS is an alternative o PROCESS for implementing the kind of analysis described in

Hayes, A. F., & Preacher, K., J. (2012). Statistical mediation analysis with a multicategorical
independent variable. Manuscript submitted for publication. [PDF coming soon]

MEDIATE conducts mediation analysis (single and multiple mediators) with either continuous, dichotomous, or
multicategorical independent variables It is similar in functionality to INDIRECT but offers additional features
that accommodate multiple independent variables simultaneously and that simplify the coding of
multicategorical independent vaniables. When analyzing the effect of a multicategorical independent variable,
the user can produce the requisite k - 1 variables coding group (where k is the number of groups) manually
and enter them as independent variables or have MEDIATE automatically generate the variables using either
indicator, effect, sequential coding, or Helmert coding. It offers tests of relative direct and indirect effects,
including percentile bootstrap and Monte Carlo confidence intervals for indirect effects. It also automatically
conducts a test of homogeneity of regression (1.e., interaction between X and M in the model of Y).

Please read the download instructions at the top of this page.
SPSS version
Documentation: mediate.pdf

Macro: mediate sps

There is no SAS version of MEDIATE.

MODMED

Preacher, K. J., Rucker, D. D., & Hayes, A. F. (2007). Assessing moderated mediation hypotheses:
Theory, methods, and prescriptions. Muftivariate Behavioral Research, 42, 185-227. [PDF]
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Public Seminars Mediatio-n and
Moderation NESRmATION

A 5-Day Seminar Taught by Andrew Hayes, Ph.D. and
Kristopher Preacher, Ph.D.

On-Site Seminars

Monday July 15, 2013 9:00 AM -
Friday July 19, 2013 5:.00 PM (Eastern Time)

Read 13 reviews of this course The Hub Commerce Square
2001 Market Street — Kyoto Room

. Philadelphia, Pennsylvania 19103
This seminar focuses on two topics in causal analysis that are closely related

United States
and often confused. Suppose we have three variables, X, M and Y. We say that View Map
M is a mediator of the effect of X on Y if X carries its influence on 'Y at least
partly by influencing M, which then influences Y This is also known as
an indirect effect of X on'Y through M_On the other hand, we say that
CONTACT

M moderates the effect of X on Y if that effect varies in size, sign, or sfrength as INFORMATION

a function of M. This is also known as interaction.

Phone: 610-642-1941

Fax: 419-818-1220

Email: info@statisticalhorizons.com

Although these concepts are fairly simple, the stafistical issues that arise in
estimating and testing mediation and maderation effects turn out to be rather
complex and subtle. Andrew Hayes and Kristopher Preacher have been
among the leading contributors to the literature on these methods. They
have developed powerful new methods for estimating mediation and
moderation effects and special software tools that can be used with SAS or FﬁgfrthCﬂONS
SPSS.
PayPal and all major credit cards are
accepted. The fee of $1695 includes all course
materials If registration is completed by June
1. Partitioning effects into direct and indirect components, and how to quantify 17, the fee is reduced to $1495.
and test hvpotheses about indirect effect:

N\

In this seminar, you will learn about the underling principles and the practical
applications of these methods. The seminar is divided roughly into three parts
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